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Network Abstraction With Guaranteed
Performance Bounds

Milad Siami , Member, IEEE, and Nader Motee , Senior Member, IEEE

Abstract—A proper abstraction of a large-scale linear
consensus network with a dense coupling graph is one
whose number of coupling links is proportional to its num-
ber of subsystems and its performance is comparable to the
original network. Optimal design problems for an abstracted
network are more amenable to efficient optimization algo-
rithms. From the implementation point of view, maintaining
such networks are usually more favorable and cost-effective
due to their reduced communication requirements across
a network. Therefore, approximating a given dense linear
consensus network by a suitable abstract network is an im-
portant analysis and synthesis problem. In this paper, we
develop a framework to compute an abstraction of a given
large-scale linear consensus network with guaranteed per-
formance bounds using a nearly linear time algorithm. First,
the existence of abstractions of a given network is proven.
Then, we present an efficient and fast algorithm for com-
puting a proper abstraction of a given network. Finally, we
illustrate the effectiveness of our theoretical findings via
several numerical simulations.

Index Terms—Linear consensus networks, multi-agent
systems, network abstraction, network analysis and con-
trol, performance measures, randomized algorithms.

I. INTRODUCTION

R EDUCING design complexity in interconnected networks
of dynamical systems by means of abstraction is central

in several real-world applications [1]–[6]. Various notions of
abstractions for dynamical systems have been widely used by
researchers in the context of control systems in past decades, see
[7]–[9] and references in there, where the notion of reduction
mainly implies projecting dynamics of a system to lower dimen-
sional state spaces. In this paper, we employ a relevant notion of
abstraction in the context of interconnected dynamical network:
for a given dynamical network that is defined over a coupling
graph, find another dynamical system whose coupling graph
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is significantly sparser and its performance quality remains
close to that of the original network. In this definition, abstrac-
tion can be regarded as a notion of network reduction. There are
several valid reasons why reduction in this sense is useful in de-
sign, maintenance, and implementation of dynamical networks.
Real-time generation of state estimation in large-scale dynam-
ical networks can be done much more efficiently and faster if
proper abstractions are utilized. Optimal control problems that
involve controller design, feedback gain adjustments, rewiring
existing feedback loops, etc., are more amenable to efficient
computational tools that are specifically tailored for optimiza-
tion problems with sparse structures. In security- or privacy-
sensitive applications such as formation control of group of
autonomous drones, it is usually required to minimize com-
munication requirements across the network to reduce the risk
of external intrusions. In power network applications, network
authorities periodically provide access to their network data
and parameters for academic (or public) studies and evalua-
tions. In order to reduce possibility of planned malicious at-
tacks, network authorities can perform abstractions in order to
hide actual values of parameters in their networks by preserving
all other important characteristics of the network that interest
researchers.

The goal of this paper is to address the abstraction problem
for the class of linear consensus networks. In [1], we introduce a
class of operators, so-called systemic performance measure, for
linear consensus networks that provides a unified framework
for network-wide performance assessment. Several existing
and popular performance measures in the literature, such as
H2 and H∞ norms of a consensus network from a disturbance
input to its output, are examples of systemic performance
measures. This class of operators is obtained through our close
examination of functional properties of several existing gold
standard measures of performance in the context of network
engineering and science. An important contribution of this
reference paper is that it enables us to optimize the performance
of a consensus network solely based on its intrinsic features.
The authors formulate several optimal design problems, such
as weight adjustment as well as rewiring of coupling links, with
respect to this general class of systemic performance measures
and propose efficient algorithms to solve them. In [10] and [11],
we quantify several fundamental tradeoffs between an H2-
based performance measure and sparsity measures of a linear
consensus network. The problem of sparse consensus network
design has been considered before in [5] and [12]–[13], where
they formulate an �0-regularized H2 optimal control problem.
The main common shortcoming of existing works in this area
is that they are heavily relied on computational tools with no
analytical performance guarantees for the resulting solution.
More importantly, the proposed methods in these papers mainly
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suffer from high computational complexity as network size
grows.

For a given linear consensus network with an undirected con-
nected graph, the network abstraction problem seeks to construct
a new network with a reasonably sparser graph compared to the
original network such that the dynamical behavior of the two
networks remains similar in an appropriately defined sense. We
develop a methodology that computes abstractions of a given
consensus network using a nearly linear time Õ(m)1 algorithm
with guaranteed systemic performance bounds, where m is the
number of links. Unlike other existing work on this topic in the
literature, our proposed framework

1) works for a broad class of systemic performance mea-
sures including H2-based performance measures,

2) does not involve any sort of relaxations such as �0 to �1 ,2

3) provides guarantees for the existence of a sparse solution,
4) can partially sparsify predetermined portions of a given

network, and most importantly,
5) gives guaranteed levels of performance.

While our approach is relied on several existing works in alge-
braic graph theory [14], [15], our control theoretic contributions
are threefold. First, we show that there exist proper abstractions
for every given linear consensus network. Second, we develop a
framework to compute a proper abstraction of a network using
a fast randomized algorithm. One of the main features of our
method is that while the coupling graph of the abstracted net-
work is a subset of the coupling graph of the original network,
the link weights (the strength of each coupling) in the sparsified
network are adjusted accordingly to reach predetermined levels
of systemic performance. Third, we prove that our method can
also be applied for partial abstraction of large-scale networks,
which means that we can abstract a prespecified subgraph of
the original network. This is practically plausible as our algo-
rithm can obtain an abstraction using only spatially localized
information. Moreover, this allows parallel implementation of
the abstraction algorithm in order to achieve comparably lower
time complexity.

Some of the proofs are omitted due to space limitations; we
refer an interested reader to [16].

II. NOTATION AND PRELIMINARIES

The set of real, positive real, and strictly positive real num-
bers are represented by R, R+ , and R++ , respectively. A matrix
is generally represented by an upper case letter, say X = [xij ],
where xij is the (i, j) element of matrix X and XT indicates its
transposition. We assume that 1n and In denote the n × 1 vector
of all ones and the n × n identity matrix, respectively. The cen-
tering matrix is defined by Mn = In − 1

n Jn in which Jn is the
n × n matrix of all ones. Notation X � Y is equivalent to ma-
trix X − Y being positive semidefinite. A graph is represented
by G = (V, E , w), where V is the set of nodes, E ⊂ V × V is
the set of links, and w : V × V → R+ is the weight function.
The value of the weight function is zero for e ∈ V × V \E and
positive for e ∈ E . The weighted degree of node i ∈ V is defined

1We use Õ(.) to hide poly log log terms from the asymptotic bounds.
Thus, f (n) ∈ Õ (g(n)) means that there exists c > 0 such that f (n) ∈
O (g(n) logc g(n)).

2We discuss some of the shortcomings of the �0 /�1 -regularization-based
sparsification methods in Section VIII.

by

di :=
∑

e={i,j}∈E
w(e). (1)

The neighborhood of node i is denoted by set N (i) that consists
of all adjacent nodes to i and its cardinality |N (i)| is equal to
the number of neighbors of node i. In unweight graphs, |N (i)|
is equal to the degree of node i. The adjacency matrix A = [aij ]
of graph G is defined by setting aij = w(e) if e = {i, j} ∈ E ,
and aij = 0 otherwise. The Laplacian matrix of graph G with n
nodes is defined by L := diag[d1 , . . . , dn ] − A.

An n-by-m oriented incidence matrix E = [eij ] for 1 ≤ i ≤
n and 1 ≤ j ≤ m can be formed by assigning an arbitrary di-
rection for every link of G, labeling every link by a number
1 ≤ j ≤ m, and letting eij = 1 whenever node i is the head of
(directed) link j, eij = −1 if node i is the tail of (directed) link
j, and eij = 0 when link j is not attached to node i for all pos-
sible orientations of links. The weight matrix W = [wkk ] is the
m-by-m diagonal matrix with diagonal elements wkk = w(ek )
for 1 ≤ k ≤ m. It follows that L = EWET.

Assumption 1: All graphs in this paper are assumed to be
finite, simple, undirected, and connected.

According to this assumption, every considered Laplacian
matrix in this paper has exactly n − 1 positive eigenvalues and
one zero eigenvalue, which allow us to index them in ascending
order 0 = λ1 ≤ λ2 ≤ · · · ≤ λn . The set of Laplacian matrices
of all connected weighted graphs over n nodes is represented by
Ln . The Moore–Penrose pseudo-inverse of L is denoted by L† =
[l†j i ], which is a square, symmetric, doubly centered, and positive
semidefinite matrix. The corresponding resistance matrix R =
[rij ] to Laplacian matrix L is defined by setting rij = l†ii +
l†jj − 2l†ij in which rij is called the effective resistance between
nodes i and j. Moreover, we denote the effective resistance of
link e = {i, j} by r(e) = rij = rji . The �0 sparsity measure of
matrix A = [aij ] ∈ Rn×n is defined by

‖A‖�0 := card
{
(i, j)

∣∣ aij 	= 0
}
. (2)

The S0,1 sparsity measure of matrix A is defined by

‖A‖S0 , 1 := max
{

max
1≤i≤n

‖A(i, .)‖0 , max
1≤j≤n

‖A(., j)‖0

}
(3)

where A(i, .) represents the ith row and A(., j) the jth column
of matrix A. The value of the S0,1-measure of a matrix is the
maximum number of nonzero elements among all rows and
columns of that matrix [17].

III. PROBLEM STATEMENT

A. Network Model

We consider a class of consensus networks that consist of
a group of subsystems whose state variables xi , control inputs
ui , and output variables yi are scalar and their dynamics evolve
with time according to

ẋi(t) = ui(t) + ξi(t) (4)

yi(t) = xi(t) − x̄(t) (5)

for all i = 1, . . . , n, where xi(0) = xi
0 is the initial condi-

tion and x̄(t) = 1
n

(
x1(t) + · · · + xn (t)

)
is the average of all

states at time instant t. The impact of the uncertain environ-
ment on each agent’s dynamics is modeled by the exogenous
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noise/disturbance input ξi . By applying the following linear
feedback control law to the agents of this network

ui(t) =
n∑

j=1

kij

(
xj (t) − xi(t)

)
(6)

where kij is the feedback gain between subsystems i and j, the
closed-loop dynamics of network (4)–(6) can be written in the
following compact form:

N(L) :
{

ẋ(t) = −Lx(t) + ξ(t)
y(t) = Mnx(t) (7)

with initial condition x(0) = x0 , where x, ξ, and y denote the
state vector of the entire network, the exogenous disturbance
input, and the output vector of the network, respectively. The
Laplacian matrix L = [lij ] is defined by

lij :=

{−kij if i 	= j

ki1 + · · · + kin if i = j
. (8)

The coupling graph of the consensus network (7) is a graph
G = (V, E , w) with node set V = {1, . . . , n}, link set

E =
{
{i, j}

∣∣∣ ∀ i, j ∈ V : kij 	= 0
}

(9)

and weight function

w(e) =

⎧
⎨

⎩

kij if e = {i, j} ∈ E

0 if e /∈ E
. (10)

One may verify that the Laplacian matrix of graph G is equal
to L.

Assumption 2: All feedback gains (weights) satisfy the fol-
lowing properties for all i, j ∈ V:

(i) non-negativity: kij ≥ 0,
(ii) symmetry: kij = kji , and

(iii) simpleness: kii = 0.
Property (ii) implies that feedback gains are symmetric and

(iii) means that there is no self-feedback loop in the network.
Assumption 3: The coupling graph G of the consensus net-

work (7) is time-invariant.
Based on Assumption 3, the corresponding eigenvector to the

only marginally stable mode of the network is 1n . This mode is
unobservable from the performance output as the output matrix
of the network satisfies Mn1n = 0.

B. Homogeneous Systemic Performance Measures

A systemic measure in this paper refers to a real-valued oper-
ator over the set of all consensus networks governed by (7) with
the purpose of quantifying performance of this class of networks
in the presence of exogenous uncertainties. Since every network
with dynamics (7) is uniquely determined by its Laplacian ma-
trix, it is reasonable to define a systemic performance measure
as an operator on set Ln .

Definition 1: An operator ρ : Ln → R+ is called a homoge-
neous systemic measure of order −α, where α > 0, if it satisfies
the following properties for all matrices in Ln .

1) Homogeneity: For all κ > 1

ρ(κL) = κ−αρ(L).

Fig. 1. Venn diagram that shows the relationship among sets Ω, Ωs,
and Ωh . The set of general systemic measures Ω is a superset of both
the set of homogeneous systemic measures Ωh and the set of spectral
systemic measures Ωs . While the intersection of sets Ωs and Ωh is
nonempty, there are some systemic measures that belong only to one
of these sets.

2) Monotonicity: If L2 � L1 , then

ρ(L1) ≤ ρ(L2).

3) Convexity: For all 0 ≤ c ≤ 1

ρ(cL1 + (1 − c)L2) ≤ cρ(L1) + (1 − c)ρ(L2).

The set of all homogeneous systemic performance measures
is denoted by Ωh . We adopt an axiomatic approach to intro-
duce and categorize a general class of performance measures
that captures the quintessence of a meaningful measure of per-
formance in large-scale dynamical networks [18]. Property 1
implies that intensifying the coupling weights by ratio κ > 1
results in κα times better performance. Property 2 guarantees
that strengthening couplings in a consensus network never wors-
ens the network performance with respect to a given systemic
measure. The monotonicity property induces a partial ordering
on all linear consensus networks with dynamics (7). Adding new
coupling links or strengthening the existing couplings will result
in better performance. Property 3 is imposed for the pure pur-
pose of having favorable (convex) network design optimization
problems.

The class of systemic performance measures can be classified
based on their functional properties according to Definition 1.
Let us denote the set of spectral systemic performance measures
by Ωs . This class consists of all measures that satisfy properties
2, 3, and orthogonal invariance.3 We refer to [19] for a compre-
hensive study of this class of performance measures. It is proven
that all measures in Ωs depend only on Laplacian eigenvalues.
Let us represent the set of all general systemic performance
measures that only satisfy properties 2 and 3 by Ω. Fig. 1 shows
the relationship among the sets of spectral, homogeneous, and
general systemic performance measures.

Definition 2: For a given linear consensus network N(L)
endowed with a homogeneous systemic measure ρ : Ln → R+
of order −α, its corresponding normalized performance index
is defined by Πρ(L) := α

√
ρ(L).

C. Network Abstraction Problem

Our goal is to develop a framework to compute an abstraction
of a given linear consensus network with predetermined levels
of performance and sparsity (i.e., link reduction).

3A systemic measure is orthogonally invariant if ρ(L) = ρ(ULU T) for every
orthogonal matrix U for which UU T = U TU = I .
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Definition 3: Let us consider network N(L) that is governed
by (7). For a properly chosen pair of design parameters d ∈ R++
and ε ∈ (0, 1), another N(Ls) is said to be an (ε, d)-abstraction
of N(L) if and only if

(i) N(Ls) has at most dn/2 feedback links; and
(ii) N(Ls) is an ε-approximation of N(L) in the following

sense:
∣∣∣∣
Πρ(L) − Πρ(Ls)

Πρ(Ls)

∣∣∣∣ ≤ ε (11)

for every homogeneous systemic performance measure ρ :
Ln → R+ .

Property (i) implies that the average number of neighbors for
every node in N(Ls) is less than d, i.e.,

d̄ =
1
n

n∑

i=1

|N (i)| = 2
|Es |
n

≤ d

where N (i) and Es denote the set of all adjacent nodes to i and
the set of all links in the abstraction, respectively. Therefore,
one can think of design parameter d as an upper bound on the
desired average number of neighbors of nodes in the abstracted
network, which is independent of the network size. For property
(ii), inequality (11) indicates that the resulting abstracted net-
work N(Ls) has guaranteed performance bounds with respect
to N(L). The design constant ε is referred to as permissible
performance loss parameter.

IV. EXAMPLES OF RELEVANT HOMOGENEOUS SYSTEMIC

PERFORMANCE MEASURES

We now present some existing and widely used systemic
performance measures for linear consensus networks; a list of
these measures are summarized in Table I.

A. Sum of Homogeneous Spectral Functions

This class of performance measures is generated by forming
summation of a given function of Laplacian eigenvalues. For a
given matrix L ∈ Ln , suppose that ϕ : R+ → R+ is a decreas-
ing homogeneous convex function. Then, the following spectral
function:

ρ(L) =
n∑

i=2

ϕ(λi) (12)

is a homogeneous systemic measure [19]. Moreover, if ϕ is
a homogeneous function of order −α where α > 1, then its
corresponding normalized index

Πρ(L) =

(
n∑

i=2

ϕ(λi)

) 1
α

(13)

is also a homogeneous systemic performance measure [19].
Some notable examples of this class of measures are discussed
in the following parts.

1) Spectral Riemann Zeta Measures: For a given network
(7), its corresponding spectral Riemann zeta function of order
q ≥ 1 is defined by

ζq (L) :=
( n∑

i=2

λ
−q
i

)1/q

(14)

where λ2 , . . . , λn are eigenvalues of L [20]. According to As-
sumption 3, all Laplacian eigenvalues are strictly positive and,
as a result, function (14) is well-defined. According to the re-
sult presented in Section IV-A, since ϕ(λ) = λ−q for q ≥ 1 is
a decreasing homogeneous convex function, the spectral func-
tion (14) is a homogeneous systemic performance measure. The
homogeneous systemic performance measure 1

2 ζ1(L) is equal
to the H2-norm squared of a first-order consensus network (7)
and 1√

2
ζ

2
(L) equal to theH2-norm of a second-order consensus

model of a network of multiple agents (c.f., [10]).
2) Gamma Entropy: The notion of gamma entropy arises

in various applications such as the design of minimum entropy
controllers and interior point polynomial-time methods in con-
vex programming with matrix norm constraints [21]. As shown
in [22], the notion of gamma entropy can be interpreted as
a performance measure for linear time-invariant systems with
random feedback controllers by relating the gamma entropy to
the mean-square value of the closed-loop gain of the system.
The γ-entropy of network (7) is defined as

Iγ (L) :=

⎧
⎪⎪⎨

⎪⎪⎩

−γ 2

2π

∫∞
−∞ log det

(
I − γ−2G(jω)G∗(jω)

)
dω

for γ ≥ ‖G‖H∞

∞ otherwise

where G(jω) is the transfer matrix of network (7) from ξ to y
[22]. In [19], it is shown that the value of the γ-entropy for a
given linear consensus network (7) can be explicitly computed
in terms of Laplacian spectrum as follows:

Iγ (L) =

⎧
⎪⎨

⎪⎩

n∑

i=2

fγ (λi) γ ≥ λ−1
2

∞ otherwise

(15)

where fγ (λi) = γ2
(
λi −

(
λ2

i − γ−2
) 1

2

)
. Furthermore, the γ-

entropy Iγ (L) is a homogeneous systemic performance mea-
sure.

B. Uncertainty Volume

The uncertainty volume of the steady-state output covariance
matrix of network (7) is defined by

|Σ| := det
(
Y∞ +

1
n

Jn

)
(16)

in which Y∞ = limt→∞ E
[
y(t)yT(t)

]
. This quantity is widely

used as an indicator of the network performance [2], [23]. Since
y(t) is the error vector that shows the distance from consensus,
the quantity (16) can be interpreted as the volume of the steady-
state error ellipsoid. It is straightforward to show this measure
satisfies all properties of Definition 1.

C. Hankel Norm

The Hankel norm of network (7) and transfer matrix G(jω)
from ξ to y is defined as the L2-gain from past inputs to the
future outputs, i.e.,

‖G‖2
H := sup

ξ∈L2 (−∞,0]

∫∞
0 yT(t)y(t)dt
∫ 0
−∞ ξT(t)ξ(t)dt

.

The value of the Hankel norm of network (7) can be equivalently
computed using the Hankel norm of its disagreement form [3]
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TABLE I
SOME IMPORTANT EXAMPLES OF HOMOGENEOUS SYSTEMIC PERFORMANCE MEASURES

Homogeneous systemic performance measure Symbol Representation

Spectral Riemann zeta function ζq (L)
( n∑

i=2

λ
−q
i

)1/q

Gamma entropy Iγ (L) γ2
n∑

i=2

(
λi −
(
λ2

i − γ−2
) 1

2
)

System Hankel norm η(L)
1
2

λ−1
2

Hardy–Schatten or Hp system norm θp (L)

{
1
2π

∫ ∞

−∞

n∑

k=1

σk (G(jω))p dω

}1/p

= α0

(
Tr
(
L†
)p−1
) 1

p

Local deviation error for first-order consensus networks Δ(L) 1
2

∑n

i=1 di
−1

Local deviation error for second-order consensus networks with β > 0 Υ(L) 1
2β

∑n

i=1 di
−2

H2 -norm of second-order consensus networks with β > 0 Θ2 (L)
(

1
2β

∑n

i=1 λi
−2
)1/2

that is given by

ẋd(t) = −Ld xd(t) + Mn ξ(t), (17)

y(t) = Mn xd(t) (18)

where the disagreement vector is defined by xd(t) := Mn x(t).
The disagreement network (17), (18) is stable as the real part
of every eigenvalue of the state matrix −Ld = −(L + 1

n Jn ) is
strictly negative. One can verify that the transfer matrices from
ξ(t) to y(t) in both realizations are identical. Therefore, the Han-
kel norm of the system from ξ(t) to y(t) in both representations
is well-defined and equal and is given by [24]

η(L) := ‖G‖H =
√

λmax(PQ) (19)

where P and Q are the controllability and observability Gramian
matrices of (17)-(18), respectively.

It is shown in [19] that the value of the Hankel norm
of network (7) is equal to η(L) = 1

2 λ−1
2 . One can verify

that this measure is a homogeneous systemic performance
measure.

Remark 1: One may also consider the sum of the k largest
eigenvalues of L† as a performance measure. This is equivalent
to evaluate the k slowest modes of the network, which are the
most energetic modes. This measure satisfies properties of Def-
inition 1 as it is convex and symmetric with respect to Laplacian
eigenvalues (c.f., [25, Ch. 5.2] and [26]).

D. Hardy–Schatten or Hp System Norms

The Hp -norm of networks (7) for 2 ≤ p ≤ ∞ is defined by

‖G‖Hp
:=

(
1
2π

∫ ∞

−∞

n∑

k=1

σk (G(jω))p dω

) 1
p

(20)

where G is the transfer matrix from ξ(t) to y(t) and σk (jω)
for k = 1, . . . , n are singular values of G(jω). To ensure well-
definedness of performance measure (20), the marginally stable
mode of the network must be unobservable through the output.
Thus, this performance measure remains well-defined as long
as the coupling graph of the network stays connected. This class

of system norms captures several important performance and
robustness features of linear control systems. For instance, a
direct calculation reveals that the H2-norm of network (7) is

‖G‖H2 =

(
1
2

n∑

i=2

λ−1
i

) 1
2

. (21)

This system norm quantifies the quality of noise propagation
throughout the network [11]. The H∞-norm of a network is an
input–output system norm and its value for network (7) is

‖G‖H∞ = λ−1
2 (22)

where λ2 is known as the algebraic connectivity of the network
[3]. The value of H∞-norm of network (7) can be interpreted
as the worst attainable performance for all square integrable
disturbance inputs.

In [19], Siami and Motee prove that the Hp -norm of a given
network N(L) is given by

θp(L) := ‖G‖Hp
= α0

(
ζp−1(L)

)1− 1
p

(23)

in which α−1
0 = p

√
−B( p

2 ,− 1
2 ) and B : R × R → R is the well-

known Beta function.4 Moreover, this measure is a homoge-
neous systemic performance measure for all 2 ≤ p ≤ ∞.

E. Local Deviation Error

In network (7), the local deviation of subsystem i is equal to
the deviation of the state of subsystem i from the weighted aver-
age of states of its immediate neighbors, which can be formally
defined by

εi(t) := xi(t) −
1
di

∑

e={i,j}∈E
w(e) xj (t). (24)

4B(x, y) =
∫ 1

0
tx−1 (1 − t)y−1 dt for Re{x}, Re{y} > 0.
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The expected cumulative local deviation is then defined by

Δ(L) = lim
t→∞

E

[
n∑

i=1

εi(t)2

]
(25)

with respect to input ξ being a white noise process with identity
covariance. The notion of local deviation can be extended and
defined for velocity variables in the second-order consensus
network (87)-(88) (c.f., [10]) as follows:

ςi(t) := vi(t) −
1
di

∑

e={i,j}∈E
w(e) vj (t) (26)

that is equal to the deviation of the velocity of subsystem i from
the weighted average of velocities of its neighbors. The expected
cumulative local deviation is then given by

Υ(L) = lim
t→∞

E

[
n∑

i=1

ςi(t)2

]
(27)

where it is assumed that input ξ in network model (87)-(88) is a
white noise process with identity covariance.

Theorem 1: The operators Δ,Υ : Ln → R+ defined by (25)
and (27) are homogeneous systemic performance measures.
Moreover, they can also be characterized as

Δ(L) =
1
2

n∑

i=1

di
−1 (28)

and

Υ(L) =
1
2β

n∑

i=1

di
−2 (29)

in which di is the degree of node i ∈ V .
Proof: Let us define the total local deviation at time t by

εtotal(t) :=
∑

i∈V
εi(t)2 . (30)

We reformulate (24) as

εi(t) = d−1
i

⎛

⎝dixi(t) −
∑

e={i,j}∈E
w(e) xj (t)

⎞

⎠

= d−1
i

∑

e={i,j}∈E
w(e) (xi(t) − xj (t)) . (31)

Therefore, we get ε(t) = diag
[
d−1

1 , . . . , d−1
n

]
Lx(t) where ε(t)

is concatenation of elements εi(t) for i = 1, . . . , n. Also, we
can rewrite (30) as follows:

εtotal(t) = εT(t)ε(t) = xT(t)Qx(t)

with Q = L diag
[
d−2

1 , . . . , d−2
n

]
L. Thus, according to [11,

Th. 5], the steady-state of εtotal is given by

Δ(L) = lim
t→∞

E [εtotal(t)] =
1
2

Tr
(
L†Q

)
=

1
2

∑

i∈V
di

−1 . (32)

Now, we show this measure is a homogeneous systemic perfor-
mance measure. We first show that (32) has property 1, which
means

Δ(κL) =
1
2

∑

i∈V
(κdi)

−1 = κ−1Δ(L).

Fig. 2. Two isospectral graphs with six nodes [28].

Furthermore, it is monotone, because if L1 � L2 , then we have
eT
i L1ei ≤ eT

i L2eiwhere ei for i = 1, . . . , n are the standard
basis for the n-dimensional Euclidean space. Therefore, we
have L1(i, i) ≤ L2(i, i) that guarantees the monotonicity of Δ.
Moreover, its convexity follows from convexity of function 1/x
for all x ∈ R+ . Consider two Laplacian matrices L1 and L2

with node degrees d
(1)
i and d

(2)
i , respectively, for i = 1, . . . , n.

Then, we get

Δ(cL1 + (1 − c)L2) =
∑

i∈V

1

c d
(1)
i + (1 − c) d

(2)
i

≤
∑

i∈V

(
c

d
(1)
i

+
1 − c

d
(2)
i

)

= cΔ(L1) + (1 − c)Δ(L2)

for all 0 ≤ c ≤ 1. This completes the proof of the first part. For
the second part, let us define the total local deviation error at
time t by

ςtotal(t) :=
∑

i∈V
ςi(t)2 . (33)

We similarly reformulate (26) as

ςi(t) = d−1
i

∑

e={i,j}∈E
w(e) (vi(t) − vj (t)) .

Therefore, we have ς(t) = diag
[
d−1

1 , . . . , d−1
n

]
Lv(t) where

ς(t) is concatenation of elements ςi(t) for all 1 ≤ i ≤ n. More-
over, we can rewrite (33) as follows:

ςtotal(t) = ςT(t)ς(t) = vT(t)Qv(t) (34)

where Q is given by Q = L diag
[
d−2

1 , . . . , d−2
n

]
L. Therefore,

the steady-state of ςtotal can be characterized as

Υ(L) = lim
t→∞

E [ςtotal(t)] =
1
2β

Tr
(
(L†)2Q

)
=

1
2β

∑

i∈V
di

−2 .

(35)
This measure is a homogeneous systemic performance measure.
It is straightforward to show that (35) satisfies property 1 by
verifying that Υ(κL) = 1

2β

∑
i∈V (κdi)

−2 = κ−2Υ(L).
It is monotone, as if L1 � L2 , then we have eT

i L1ei ≤
eT
i L2ei. As a result, it follows that L1(i, i) ≤ L2(i, i) that guar-

antees the monotonicity of Υ. Finally, its convexity can be con-
cluded from convexity of function 1/x2 for all x ∈ R+ . �

Remark 2: For first-order consensus network (7) that is de-
fined over d-regular coupling graphs, the corresponding mi-
croscopic measure (28) scales linearly with network size. For
regular lattices that are d-regular graphs, our result assumes the
reported result of [27] as its special case.
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Remark 3: Fig. 2 shows example of two isospectral5 graphs
that are not isometric.6 While the value of a spectral systemic
performance measure is equal for both graphs, the value of an ex-
pected cumulative local deviation measure is different for each
of these graphs and depends on their specific interconnection
topology. This simple observation implies that systemic perfor-
mance measures (28) and (29) are suitable tools to differentiate
among networks with isospectral coupling graphs.

V. ABSTRACTION WITH GUARANTEED BOUNDS

In this section, we develop a fast abstraction algorithm for the
class of linear consensus networks (7) with guaranteed bounds
with respect to the class of homogeneous systemic performance
measures.

A. Intrinsic Tradeoffs on the Best Achievable
Abstractions

The abstraction goals are to reduce the number of feedback
links while preserving a desired level of performance. From
notation (3), one can easily verify that the value of S0,1-measure
is equal to the maximum of |N (i)| for all nodes i = 1, . . . , n,
which makes it a suitable surrogate for design parameter d. The
next result reveals an inherent interplay between sparsity and
performance.

Theorem 2: For a given network (7) that is endowed with
a homogenous systemic performance measure ρ : Ln → R+ of
order−α, suppose that w∗ = maxe∈E w(e). Then, there are fun-
damental tradeoffs between normalized performance and graph
sparsity measures in the following sense:

Πρ(L) ‖A‖�0 ≥ 2�∗(n − 1) (36)

and

Πρ(L) ‖A‖S0 , 1 ≥ 2�∗ (37)

when n > 2, in which A is the adjacency matrix of the coupling
graph and �∗ = w−1

∗ Πρ(LKn
), where LKn

is the Laplacian ma-
trix of the unweighted complete graph.

The monotonicity property of a systemic performance mea-
sure implies that link removal will lead to performance deteri-
oration. Theorem 2 quantifies this inherent interplay by saying
that sparsity and performance cannot be improved indefinitely
both at the same time. As we will see in the following section,
this is exactly why we need to perform reweighing after the link
elimination procedure in order to achieve an approximation that
meets (11).

B. Existence and Algorithms

The next theorem enables us to harness the monotonicity
property of homogeneous systemic measures in our network
approximations.

Theorem 3: Suppose that two linear consensus networks
N(L) and N(Ls) are endowed with a homogeneous systemic
performance measure ρ : Ln → R+ of order −α. For a given
constant ε ∈ (0, 1), the two networks are ε-approximation of
each other, i.e., property (11) holds, if and only if their state

5Two graphs are called isospectral if and only if their Laplacian matrices have
the same multisets of eigenvalues.

6This means that their adjacency matrices are not permutation-similar.

matrices satisfy

(1 − ε)L � Ls � (1 + ε)L. (38)

Proof: According to the monotonicity and homogeneity
properties of system measures, it follows that if (38) holds then
we have

(1 + ε)−αρ(L) ≤ ρ(Ls) ≤ (1 − ε)−αρ(L). (39)

Therefore, according to (39) and (11), N(Ls) is an
ε-approximation of N(L). Let us consider the following
measures:

ρv (L) = vTL†v (40)

for all v ∈ Rn . This operator is a homogeneous systemic per-
formance measure of order −1. For all v /∈ Span{1}, inequality
(11) yields

−ε ≤ ρv (L) − ρv (Ls)
ρv (Ls)

≤ ε.

Thus, it follows that

(1 + ε)−1 ≤ vTL†
sv

vTL†v
≤ (1 − ε)−1 . (41)

Since vTL†v > 0, inequalities (41) can be rewritten as

(1 + ε)−1vTL†v ≤ vTL†
sv ≤ (1 − ε)−1vTL†v. (42)

We know that L and Ls are Laplacian matrices and (42) holds
for all v /∈ Span{1}; therefore, we get

(1 + ε)−1L† � L†
s � (1 − ε)−1L†.

This inequality can be rewritten to obtain the desired result

(1 − ε)L � Ls � (1 + ε)L.

The result of the above-mentioned theorem is crucial as it
enables us to take advantage of monotonicity property of sys-
temic performance measures in our approximations. For two
given networks N(L1) and N(L2), inequality ρ(L2) ≤ ρ(L1)
can be realized through several possible scenarios; for example,
network N(L2) can be constructed by

1) adding new weighted edges to the coupling graph of net-
work N(L1),

2) increasing weights of some of the existing links in net-
work N(L1), and

3) rewiring topology of network N(L1) while ensuring
L1 � L2 .

The next result proves the existence of an abstraction for every
given linear consensus network.

Theorem 4: Suppose that a network N(L) with coupling
graph G = (V, E , w) endowed with a homogeneous systemic
performance measure ρ : Ln → R+ of order −α and a design
parameter d > 2 are given. Then, it is possible to construct
another network N(Ls) with coupling graph Gs = (V, Es , ws)
such that

1) N(Ls) is a (
√

8d
d+2 , d)-abstraction of network N(L); and

2) Es ⊂ E .
Proof: It is well-known that the characteristic polynomial

of A + vvT can be computed based on the characteristic
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polynomial7 of A, its eigenvalues μi , and eigenvectors ui as
follows:

PA+vvT (x) = PA (x)

(
1 −
∑

i

〈v, ui〉2
x − μi

)

in which 〈v, ui〉 := vTui . Moreover, we know that the eigenval-
ues of A + vvT interlace those of A. Batson et al. [15] suggest a
framework that provides intuition as to where these new eigen-
values are located. If we start with an empty graph on n nodes,
then after M = �d(n − 1)/2� iterations of choosing links from
the original graph and adjusting its weight, it is shown that
the eigenvalues of the resulted graph are controlled by main-
taining two barrier potential functions. According to [15, Th.
1.1], coupling graph G = (V, E , w) has a weighted subgraph
Ĝ = (V, Ê , ŵ) with |Ê | = �d(n − 1)/2� that satisfies

L � LĜ �
(

1 +
√

d/2
1 −
√

d/2

)2

L (43)

where LĜ is the Laplacian matrix of graph Ĝ. We define Gs =
(V, Ê , ws) by its Laplacian matrix, which is given by

Ls :=
(1 −

√
d/2)2

1 + d/2
LĜ . (44)

Therefore, according to (43) and (44), it follows that
(

1 −
√

2d

d/2 + 1

)
L � Ls �

(
1 +

√
2d

d/2 + 1

)
L. (45)

Using (45) and Theorem 3, it yields that N(Ls) is a (
√

2d
d/2+1 , d)-

abstraction of N(L). Since Es = Ê and the fact that Ê is obtained
by taking samples from E , one concludes that Es ⊂ E . �

In our next result, we show that every consensus network has a
sparsification such that 1) it yields a better systemic performance
than the original network, and 2) the total weight sum of the
coupling graph of the spars network is controlled, i.e., it is less
than a constant multiple, which is independent of the network
size, of the total weight sum of the original network.

Proposition 1: For a given consensus network N(L) with
coupling graph G = (V, E , w) and every d > 2, there ex-
ists a consensus network N(Ls) with coupling graph Gs =
(V, Es , ws) that has at most dn/2 links and Es ⊂ E . Moreover,
we have

1) the total weight of coupling graph of N(Ls) is controlled,
i.e.,

∑

e∈Es

ws(e) ≤
(√

2d + 2√
2d − 2

)2∑

e∈E
w(e). (46)

2) N(Ls) has a superior performance with respect to N(L),
i.e., ρ (Ls) ≤ ρ (L) for every homogeneous systemic per-
formance measure ρ : Ln → R+ .

Remark 4: Proposition 1 demonstrates a tradeoff between
the largest possible number of links in an abstraction, i.e., upper

7The characteristic polynomial of matrix A ∈ Rn×n is defined by

pA (t) = det (tIn − A) .

bound of |Es |, and the best achievable ratio of the total weights,
i.e., upper bound of

∑
e∈Es

ws(e)/
∑

e∈E w(e). We have that

|Es | ≤
1
2
dn (47)

and
∑

e∈Es
ws(e)∑

e∈E w(e)
≤
(√

2d + 2√
2d − 2

)2

. (48)

Let us fix n. By increasing the value of parameter d, the upper
bound in (47) increases, but the upper bound in (48) decreases
and gets closer to 1. On the other hand, if d → 2, then the upper
bound in (48) tends to infinity.

We next employ a randomized algorithm to compute an (ε, d)-
abstraction of a given network. A randomized algorithm utilizes
a degree of randomness as part of its logic. Randomization
allows us to design provably accurate algorithms for problems
that are massive and computationally expensive or NP-hard.
For this aim based on [14], we sample low-connectivity coupling
links with high probability and high-connectivity coupling links
with low probability. For a given consensus network N(L) with
n nodes, we sample links of the coupling graph of this network
M := �dn/2� times in order to produce an (ε, d)-abstraction.
Let us denote probability of selecting a link e ∈ E by π(e)8 that
is proportional to w(e)r(e), where w(e) and r(e) are the weight
and the effective resistance of link e, respectively. In each step
of sampling,9 we add the selected link e to the abstraction with
weight w(e)/(Mπ(e)). All details of our proposed algorithm are
explained below. The following result, which is obtained based
on a theorem in [14, Th. 1], provides us with a certificate that the
above-mentioned randomized algorithm is capable of generating
a proper abstraction of a given linear consensus network.

Theorem 5: Suppose that a linear consensus network N(L)
endowed with a homogeneous systemic performance measure
ρ : Ln → R+ of order −α is given and a permissible perfor-
mance loss parameter ε ∈ (1/

√
n, 1] is fixed. Let us pick a real

number d that is at the order of ε−2 log n. Then, Algorithm 1 pro-
duces an (ε, d)-abstraction of network N(L), whose coupling
graph is a subgraph of N(L), with probability at least 0.5.

Proof: Let us consider the following projection matrix:

P = W 1/2EL†ETW 1/2 (49)

where E is an m-by-n incidence matrix and W is a diagonal
matrix with link weights on its diagonal such that L = ETWE.
The m-by-m matrix P has eigenvalue at 0 with multiplicity
m − n + 1 and eigenvalue at 1 with multiplicity n − 1 [14,
Lemma 3]. Now, we show that the sampling of links in Algo-
rithm 1 corresponds to selecting M = O(n log n/ε2) columns
at random from matrix P . Then, by a concentration lemma of
Rudelson [29, Thm. 3.1] and Markov’s inequality, with proba-
bility at least 0.5, we get

‖P − PΓP‖2 ≤ ε (50)

8It is well-known that
∑

e∈E
w(e)r(e) = n − 1; therefore, we have∑

e∈E π(e) = 1.
9A sampling is a discrete probability distribution on a support E of all possible

samples. The probability of selecting link e is denoted by positive number
π(e) for all e ∈ E . We also have

∑
e∈E π(e) = 1, because π is a probability

distribution on E .
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Algorithm 1: Network Abstraction Algorithm.

Input: G = (V, E , w) and r(e) for all e ∈ E
Output: Gs = (V, Es , ws)
1 set Gs to be the empty graph on V (i.e., Es := {} and

ws(.) := 0)
2 set π(e) = w (e)r(e)

n−1 for all e ∈ E
3 for j = 1 to M := �dn/2� do
4 sample a link {e} from E with probability

distribution π
5 Es = Es ∪ {e}
6 ws(e) = ws(e) + w (e)

M π (e)

7 end
8 return Gs

where Γ is a non-negative diagonal matrix. Then, it is straightfor-
ward to show that for every homogeneous systemic performance
measure ρ : Ln → R+ , we have

∣∣∣∣
Πρ(L) − Πρ(Ls)

Πρ(Ls)

∣∣∣∣ ≤ ε

in which Ls = EW 1/2ΓW 1/2ET . One can show that the in-
equality (50) is equivalent to

sup
x ∈Rm

x 	= 0

|xT(P − PΓP )x|
xTx

≤ ε. (51)

Since Im{W 1/2E} ⊂ Rm , it follows that

sup
x ∈Im{W 1 / 2 E }

x 	= 0

|xT(P − PΓP )x|
xTx

≤ sup
x ∈Rm

x 	= 0

|xT(P − PΓP )x|
xTx

≤ ε.

Let us define x = W 1/2Ex′. Then, we can rewrite (51) as
follows:

sup
x ′∈Rn

x ′ /∈k e r{W 1 / 2 E }

|x′T(L − Ls)x′|
x′TLx′ ≤ ε. (52)

For all x′ ∈ ker{W 1/2E}, one gets x′TLx′ = x′TLsx
′ = 0. As

a result, it follows that

sup
x ′∈Rn

x ′ 	= 0

|x′T(L − Ls)x′|
x′TLx′ ≤ ε (53)

which implies that

(1 − ε)L � Ls = EW 1/2ΓW 1/2ET � (1 + ε)L. (54)

Finally, using this and Theorem 3, we conclude the desired
result.

Algorithm 1 produces a network abstraction with
O(n log n/ε2) feedback links in expectation and runs in approx-
imately linear time Õ(m), where m is the number of links (c.f.,
[30]). This favorable almost-linear-time complexity is achieved
by having access to good approximations of all effective re-
sistances. In [14], Spielman and Srivastava show that O(log n)
calls to a solver for a linear system of equations with a symmetric
diagonally dominant matrix can provide sufficiently good ap-
proximations to all effective resistances. Moreover, it is shown

Fig. 3. Block diagram of the augmented network (56).

in [15] that a spectral sparsification with O(n/ε2) links can be
computed in O(n3m/ε2) time by employing a slower deter-
ministic algorithm for link selection. The best-known classical
algorithm for calculating effective resistances relies on solving
a Laplacian linear system and takes Õ(m) time [15], [31].

Remark 5: By putting together results of Theorems 4 and 5,
we observe an intrinsic tradeoff between the number of feed-
back links M and the permissible performance loss parameter
ε. These two design factors move in the opposite directions, i.e.,
if we decrease M , ε increases, and vice versa. According to
Theorems 4 and 5, one can deduce that the number of feedback
links M decreases inversely with the square of ε.

C. Guaranteed Performance Bounds

In the following, we show that our proposed abstraction algo-
rithm approximately preserves frequency characteristics of the
original (dense) network (see Fig. 3). Our abstraction method
shares some common roots with the classical model reduction
techniques, where the objective is to find a reduced model that
yields small H2-norm error (c.f., [8]). Our first result gives a
tight upper bound on the H2-norm error of two linear consensus
networks in terms of their Laplacian matrices.

Lemma 1: Suppose that N(L) and N(L̂) are two given con-
sensus networks governed by dynamics (7). Then, we have

‖G − Ĝ‖2
H2

‖G‖2
H2

≤
Tr
(
L̂† + L† − 4(L + L̂)†

)

Tr (L†)
(55)

where G(s) and Ĝ(s) are transfer matrices of N(L) and N(L̂)
from input ξ to output y , respectively.

Proof: In the first step, we define an augmented dynamical
network N∗ using the two given networks
⎧
⎪⎪⎨

⎪⎪⎩

ż(t) = −
[
L + 1

n Jn 0

0 Ls + 1
n Jn

]
z(t) +

[
Mn

Mn

]
ξ(t)

y(t) = [Mn −Mn ] z(t)

(56)

in which z ∈ R2n , ξ ∈ Rn , y ∈ Rn . If we denote the transfer
matrix of network (56) from ξ to y by G∗, then one can show
that

‖G∗‖H2 = ‖G − Gs‖H2 . (57)

It is known that calculating the H2-norm of a linear time-
invariant system reduces to solving an algebraic Lyapunov equa-



3310 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 63, NO. 10, OCTOBER 2018

tion (ALE) [32]. Let us form the corresponding ALE to (57)
using the state matrices of the augmented network

AX + XA =
[

Mn −Mn

−Mn Mn

]
(58)

where

A = −
[

L + 1
n Jn 0n×n

0n×n Ls + 1
n Jn

]

and

X =
[

X1 X2

XT
2 X3

]
.

The matrix equation (58) can be decomposed into three
Sylvester equations as follows. The first equation is

(
L +

1
n

Jn

)
X1 + X1

(
L +

1
n

Jn

)
= Mn

and its solution is given by

X1 =
1
2
L†. (59)

The second equation is
(

Ls +
1
n

Jn

)
X3 + X3

(
Ls +

1
n

Jn

)
= Mn

and its unique solution is given by

X3 =
1
2
L†

s . (60)

Finally, the third one is
(

L +
1
n

Jn

)
X2 + X2

(
Ls +

1
n

Jn

)
= −Mn (61)

with unique solution

X2 = −
∫ ∞

0
e−(L + 1

n Jn )tMne−(Ls + 1
n Jn )tdt

where the integrand can be reformulated as

e−(L+ 1
n Jn )tMne−(Ls + 1

n Jn )t = e−(L+ 1
n Jn )te−(Ls + 1

n Jn )t

+
1
n

e−(L+ 1
n Jn )tJne−(Ls + 1

n Jn )t

= e−(L+ 1
n Jn )te−(Ls + 1

n Jn )t +
e−2t

n
Jn .

By utilizing the Golden–Thompson inequality for Hermitian
matrices, it follows that

Tr
(
e−(L + 1

n Jn )tMne−(Ls + 1
n Jn )t

)

≥ Tr
(

e−(L +Ls + 2
n Jn )t +

e−2t

n
Jn

)
. (62)

Therefore, the trace of X2 can be bounded by

Tr(X2) = −Tr
(∫ ∞

0
e−(L + 1

n Jn )tMne−(Ls + 1
n Jn )tdt

)

≤ −
∫ ∞

0
Tr
(
Mne−(Ls +L+ 2

n Jn )t
)

dt

= −Tr
(
(L + Ls)†

)
. (63)

Putting all these pieces together, the H2-norm of the augmented
network can be written as

‖G∗‖2
H2

= Tr
(

[Mn Mn ]
[

X1 X2

X2 X3

] [
Mn

Mn

])

= Tr
([

X1 X2

X2 X3

] [
Mn Mn

Mn Mn

])
. (64)

From (59), (60), and (64), it follows that

‖G∗‖2
H2

=
1
2

Tr(L† + L†
s) − Tr((X2 + XT

2 )Mn )

≤ 1
2

Tr(L† + L†
s) − 2Tr

(
(L + Ls)†

)

where (63) is used in the last inequality. Finally, from this and
(57), we conclude the desired result

‖G − Gs‖2
H2

≤ 1
2

Tr
(
L̂† + L† − 4(L + L̂)†

)
.

�
The right-hand side of inequality (55) is always non-negative,

i.e., 0 ≤ Tr
(
L̂† + L† − 4(L + L̂)†

)
.

This is because of the fact that Tr(L†) is convex on Ln and
the following inequality holds:

Tr
(
(L + L̂)†

)
≤ 1

4
Tr
(
L†)+

1
4

Tr
(
L̂†).

The inequality (38) implies proximity of state matrices of the
original and its abstraction on the cone of positive semidefinite
matrices. In the following result, it is proven that the frequency
specifications of two ε-approximations are indeed very similar
in H2 sense.

Theorem 6: If N(Ls) is an ε-approximation of N(L) for
some 0 ≤ ε < 1, then

‖G − Gs‖H2

‖G‖H2

≤
√

ε(4 − ε)
(1 − ε)(2 + ε)

(65)

where G(s) and Gs(s) represent the transfer matrices from input
ξ to output y of N(L) and N(Ls), respectively.

Proof: According to the definition of ε-approximation and
the fact that Tr(L†) is a homogeneous systemic performance
measure of order −1, we get

Tr(L†
s) ≤

1
1 − ε

Tr(L†). (66)

Moreover, it follows from Theorem 3 that

(2 + ε)−1(L)† ≤ (L + Ls)†. (67)

By taking trace from both sides of (67), one obtains

Tr
(
(L + Ls)†

)
≥ 1

2 + ε
Tr
(
L†). (68)
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Fig. 4. This plot presents the upper bound given by Theorem 6 on the
H2 -norm error of a consensus network and its ε-approximation network.

By applying result of Lemma 1, we can conclude that

‖G − Gs‖2
H2

‖G‖2
H2

≤
Tr
(
L̂† + L† − 4(L + L̂)†

)

Tr(L†)

≤ ε(4 − ε)
(1 − ε)(2 + ε)

(69)

where the last inequality is obtained after using (66) and
(68). �

Fig. 4 depicts the upper bound in inequality (65) for the
relative H2-norm error of a linear consensus network and its
ε-approximation.

Corollary 1: Suppose that y is the output of network N(L)
and ys is the output of its corresponding ε-approximation N(Ls)
for some 0 ≤ ε < 1. Then, the steady-state expected value of
their output error can be bounded by

lim
t→∞

E
{
‖y(t) − ys(t)‖2

2

}
≤ ε(4 − ε)

2(1 − ε)(2 + ε)
Tr
(
L†).

The proof of this corollary is based on the proof of Theorem 6.
Remark 6: In [13], Dhingra et al. consider a similar prob-

lem of identifying a sparse representation of a given dense lin-
ear consensus network. Their proposed method has two steps.
First, an optimal sparse network topology is obtained by adding
the H2-norm error (c.f., Fig. 3) with another penalizing term
that accounts for sparsity. Then, the optimal link weights are
chosen over the identified topology. For both cases, approxima-
tion methods based on the Broyden–Fletcher–Goldfarb–Shanno
method are employed in [13]. This method chooses a descent
direction based on an approximation of the Hessian matrix.
Therefore, each update requires O(n6) operations [13]. In com-
parison with Algorithm 1 in Section V, the proposed method
in [13] is computationally expensive. Furthermore, it does not
provide any guaranteed performance certificates.

VI. LOCALIZED NETWORK ABSTRACTION

Our methodology can be extended further to explore several
interesting network design problems, such as partial or local-
ized abstraction of a given large-scale consensus network. In
this section, we only look at one of such design problems. Let
us consider a slightly modified version of (7) by involving a

predesigned state feedback controller

N(L0 + L1) :

⎧
⎪⎨

⎪⎩

ẋ(t) = −L0x(t) + u(t) + ξ(t)
u(t) = −L1x(t)
y(t) = Mnx(t)

(70)

with initial condition x(0) = x0 , where L0 is the Laplacian ma-
trix of the open-loop network and the Laplacian matrix L1 is
the predesigned state feedback gain matrix. Let us represent the
corresponding coupling graph to L1 by G1 . If L1 is obtained
via traditional optimal control methods without incorporating
sparsity measures, then one should expect to get a dense inter-
connection topology for G1 ; we refer to [17] for discussions on
a spatially decaying structure of optimal controllers. Therefore,
our design objective is to compute a localized abstraction for the
closed-loop network N(L0 + L1) that only sparsifies G1 . Let us
represent such an abstraction by Ĝ1 with Laplacian L̂1 .

Theorem 7: Suppose that a linear consensus network with
structure (70), a homogeneous systemic performance measure
ρ : Ln → R+ of order −α, and a design parameter d > 2 are
given. For ε =

√
8d

d+2 , there exists a subgraph abstraction Ĝ1 =
(V, Ê , ŵ) ofG1 = (V, E , w) with at most dn/2 links that satisfies
Ê ⊂ E and

∣∣∣∣∣
Πρ(L0 + L1) − Πρ(L0 + L̂1)

Πρ(L0 + L̂1)

∣∣∣∣∣ ≤ ε. (71)

Furthermore, it follows that

wtotal(L̂1) ≤ (1 + ε) wtotal(L1)

in which wtotal(L) = 1
2 Tr(L).

Proof: According to [15, Th. 1.1], coupling graph G1 =
(V, E , w) has a weighted subgraph H = (V, Ê , ŵ) with |Ê | =
�d(n − 1)/2� that satisfies

L1 � LH � d + 2 +
√

8d

d + 2 −
√

8d
L1 (72)

where LH is the Laplacian matrix of graph H. We define Ĝ1 =
(V, Ê , ŵ) based on the following Laplacian matrix:

L̂1 :=
(1 −

√
d/2)2

1 + d/2
LH. (73)

From (72) and (73), it follows that
(

1 −
√

2d

d/2 + 1

)
L1 � L̂1 �

(
1 +

√
2d

d/2 + 1

)
L1 . (74)

Moreover, we know that
(

1 −
√

2d

d/2 + 1

)
L0 � L0 �

(
1 +

√
2d

d/2 + 1

)
L0 . (75)

From (74) and (75), we have
(
1 −

√
8d

d+2

)
(L0 + L1) � L0 + L̂1 �

(
1 +

√
8d

d+2

)
(L0 + L1).

(76)

Using (76) and the result of Theorem 3, it yields that N(L0 +
L̂1) is a (

√
8d

d+2 , d)-abstraction of N(L0 + L1). �
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This result is particularly useful is abstraction of large-scale
consensus networks where the control objective is to abstract
only the desired parts of a network without drastically affecting
the global performance.

VII. PARALLEL NETWORK ABSTRACTION

Building upon the results of the previous section, we intro-
duce a distributed and parallel implementation of our proposed
localized algorithm. The main advantage of parallel abstrac-
tion is that several localized abstraction problems can be solved
simultaneously by dividing a large-scale network abstraction
problem into smaller in size localized problems.

Definition 4: A base subgraph G0 of a network is a subgraph
that is formed by those feedback links that will stay unchanged
throughout the abstraction process.

Let us denote the Laplacian matrix of a base subgraph G0 by
L0 . For a given natural number p, the original coupling graph
can be partitioned as the union of a base subgraph and p other
subgraphs G1 , . . . ,Gp , i.e.,

L = L0 +
p∑

i=1

Li (77)

where Li is the Laplacian matrix of subgraph Gi . Without loss
of generality, one may assume that the node set of all sub-
graphs is V , where V is the node set of the original graph. This
assumption implies that the corresponding Laplacian matrices
are compatible n-by-n matrices. The network setup for parallel
implementation of abstraction takes the following form:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ẋ(t) = −L0x(t) + u(t) + ξ(t)

u(t) = −
p∑

i=1

Li x(t)

y(t) = Mnx(t)

(78)

with initial condition x(0) = x0 .
Assumption 4: The corresponding subgraphs to Li for i =

1, . . . , p are link-disjoint and dense.
Theorem 8: Suppose that a linear consensus network with

structure (78), a homogeneous systemic performance measure
ρ : Ln → R+ of order −α, and a number d > 2 are given. If the
coupling graph of the network can be decomposed as (77), then
for ε =

√
8d

d+2 there exists a set of subgraph sparsifier {Ĝi}p
i=1 for

{Gi}p
i=1 where each sparsifier subgraph has at most dn/2 links

and the global performance index satisfies
∣∣∣∣∣
Πρ(L0 +

∑p
i=1 Li) − Πρ(L0 +

∑p
i=1 L̂i)

Πρ(L0 +
∑p

i=1 L̂i)

∣∣∣∣∣ ≤ ε. (79)

Furthermore, it follows that wtotal(L̂i) ≤ (1 + ε) wtotal(Li) for
i = 1, 2, . . . , p.

Algorithm 1 can be implemented on several parallel local-
ized processing units to abstract every Gi for i = 1, . . . , p. This
parallelization scheme cuts the time complexity of solving an
abstraction problem down to Õ(mmax), where mmax is the
number of links of the densest graph among G1 , . . . ,Gp .

VIII. SHORTCOMINGS OF �0 /�1-REGULARIZED

SPARSIFICATION METHODS

In order to put our proposed methodology into perspective,
we discuss some of the shortcomings of the �0 /�1-regularization-

based sparsification methods. The common approach is to for-
mulate an optimal control problem that is augmented by a
penalty term to promote sparsity. The resulting optimal con-
trol problem can be usually cast as a bilinear matrix optimiza-
tion problem and convexified using alternating methods [5],
[33]. While �0 /�1-regularization-based methods generally do not
scale with network size and suffer from high time complexities,
we would like to accentuate a more important issue by means
of an example that shows �0 /�1-regularized methods do not al-
ways return sparse solutions. Let us consider a linear consensus
network that is governed by (7) whose feedback structure is
represented by a complete graph with identical link weights w0 ,
Laplacian matrix L0 , link set E0 , and incidence matrix E0 . The
control objective is to eliminate or reweigh some links of the
network while minimizing H2-norm of the network from ξ to y.
This problem can be formulated as the following �0-problem:

Minimize
w (e)

‖GF ‖2
H2

+
γ

2
‖AF ‖�0 (80)

subject to:

F =
∑

e∈E0

w(e)beb
T
e (81)

w(e) ≤ w0 (82)

L0 − F ∈ Ln (83)

in which GF (s) is the transfer matrix of network N(L0 − F )
from ξ to y, AF is the adjacency matrix of N(L0 − F ), and be

is the column of incidence matrix E0 that corresponds to link
e. Boundedness of the cost function as well as constraint (83)
ensures connectivity of the coupling graph and positive semidef-
initeness of the Laplacian matrix of N(L0 − F ). In the penalty
term, γ > 0 is a design parameter and �0 sparsity measure of
matrix AF is equal to the total number of nonzero elements of
AF , which is defined by (2). For an undirected graph, the value
of this sparsity measure is equal to twice the number of the
edges. The value of cost function (80) is greater than or equal
to γ(n − 1). One can get arbitrarily close to this lower bound
through the following steps. Let us select a spanning tree T0
from link set E0 and set elements of F in a way that L0 − F be-
comes the Laplacian matrix of T0 with link weights w0 − w(e).
It is known that quantity ‖GF ‖H2 is bounded if and only if the
corresponding coupling graph to L0 − F has at least n − 1 links
[11], which in our case T0 does have n − 1 links. Therefore, the
value of ‖GF ‖H2 can be made arbitrarily close to 0 by letting
w(e) get closer to −∞.

After relaxing �0-measure by �1-norm and representing the
H2-norm in terms of Laplacian spectrum, the objective function
(80) can be rewritten as

1
2

n∑

i=2

λi(L0 − F )−1 +
γ

2
‖AF ‖�1 (84)

where ‖AF ‖�1 is equal to the sum of the absolute values of all
elements of AF and

‖AF ‖�1 = 2
∑

e∈E0

(w0 − w(e)) = Tr(L0 − F ).

The cost function (84) can be simplified further to obtain

1
2

n∑

i=2

λi(L0 − F )−1 +
γ

2

n∑

i=2

λi(L0 − F ). (85)
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Thus, the �1-problem is the minimization problem with cost
function (85) and constraints (81)–(83). This problem is convex
and has a unique solution. This follows from the following facts
that H2-norm is a systemic measure and convex, trace is a linear
operator and convex, and the sum of these two convex functions
results in a convex cost function (85). The inequality (82) also
represents a convex set. Moreover, positive semidefiniteness of
L0 − F and connectivity of the resulting network N(L0 − F )
are both convex constraints; therefore, constraint (83) is convex.
By applying the arithmetic and geometric means inequality, one
can show that the spectral function (85) is lower bounded by con-
stant (n − 1)

√
2γ. By respecting all the constraints and for all

design parameters γ > 1
8n2 w 2

0
, this lower bound can be achieved

by a complete graph with identical link weights 1
n
√

2γ
− w0 .

An interesting scenario happens when γ = 2 and w0 > 1
4 n−1

where the lower bounds on the least achievable cost values for
both �0-problem and its relaxed �1-problem coincide and be-
come 2(n − 1). In this case, the optimal networks from solving
the �0-problem and �1-problem have very different sparsity pat-
terns: the �0-problem solution is a network with a spanning tree
topology and arbitrarily large link weights, while �1-problem
identifies a network whose coupling graph is complete with
identical link weights. This shows that �1-relaxation of an
�0-regularized optimal control does not always provide sparse
solutions.

IX. ILLUSTRATIVE EXAMPLES

In this section, we present several numerical examples to
illustrate our theoretical findings.

Example 1: We first consider a consensus network with 40
agents defined over an unweighted coupling graph with two
dense components that are connected by a single link, i.e., a
cut edge. Each of the components is obtained by adding 100
uniformly and randomly selected links to an empty graph with
20 nodes; see Fig. 5(a). Based on Algorithm 1, we sample
low-connectivity coupling links (i.e., feedback gains) with high
probability and high-connectivity coupling links with low prob-
ability. The probability of selecting a link from the coupling
graph is depicted in Fig. 6. One observes that the probability
of selecting the cut edge as an important link is much higher
than the probability of choosing other links. Fig. 5(b) shows a
(0.5, 3.05)-abstraction of the network after applying Algorithm
1 that has 61 links and meets all requirements of Definition 3.
The coupling graph of the abstraction is weighted and has about
70% fewer links than the original network. Although we set
ε = 0.5 when running Algorithm 1, the performance loss of the
resulting abstraction is less than 24% according to Table II.

Example 2: Let us consider a consensus network with 100
agents and exponentially decaying couplings that are defined by

w({i, j}) =

{
c e−γ |i−j | if i 	= j

0 if i = j
(86)

where c and γ are positive numbers and i, j ∈ V . This class
of networks arises in various applications where there is a no-
tion of spatial distance between the subsystems; we refer to
[17] for more details. Fig. 7(a) shows the adjacency matrix of
the coupling graph of this network. According to Theorem 4,
this network has a (0.5, 27.85)-abstraction. Fig. 7(b) illustrates
a (0.5, 22.28)-abstraction of the network after applying Algo-
rithm 1, where the design parameter ε is set to 0.5. The original

Fig. 5. (a) An unweighted coupling graph with 40 nodes, 201 links,
‖G‖H2 = 2.7837, and wtotal(L) = 201. (b) An abstraction of (a) with 40
nodes, 61 links, ‖Gs‖H2 = 3.0805, and wtotal(Ls ) = 199.88.

Fig. 6. Probability of selecting a link of the coupling graph shown in
Fig. 5(a) as an important link. A cut edge is the most important link with
the highest probability: if we throw out the cut edge, the coupling graph
of the resulting abstraction will be disconnected for sure.

TABLE II
RELATIVE PERFORMANCE LOSS PERCENTAGE OF NETWORK FIG. 5(A) WITH

RESPECT TO ITS ABSTRACTION FIG. 5(B)

Systemic performance measure
|Π ρ (L s )−Π ρ (L ) |

Π ρ (L s ) × 100

System Hankel norm: 1
2 λ2

−1 19.65%

Squared H2 norm: 1
2

∑n

i=2 λi
−1 18.34%

Zeta spectral norm:
(∑n

i=2 λi
−2
) 1

2
15.26%

Local deviation error: 1
2

∑
i∈V di

−1 23.16%

network has 4950 links, while its abstraction has 1114 coupling
links and meets all requirements of Definition 3. As a result,
abstraction achieves 77.49% sparsification. Although, in this
example, we allow 50% performance loss, numerous simula-
tion examples assert that the resulting bounds for performance
loss can be comparably smaller. As seen from Table III , the
relative performance loss percentage is less than 11%. Fig. 8
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Fig. 7. (a) This plot demonstrates the sparsity pattern of the adjacency
matrix of network in Example 2 with coupling parameters c = 1 and
γ = 0.05. This network has 100 agents and 4950 links and the color
intensity at each pixel of this plot shows magnitude of the corresponding
element in the adjacency matrix. (b) This plot depicts the sparsity pattern
of the adjacency matrix of an abstraction that has 1114 links. The relative
H2 error of these two networks is ‖G − Gs‖H2 /‖G‖H2 = 0.18 and the
ratio of their total weights is wtotal(Ls )/wtotal(L) = 1.0028.

TABLE III
RELATIVE PERFORMANCE LOSS PERCENTAGE OF NETWORK FIG. 7(A) WITH
RESPECT TO ITS ABSTRACTION FIG. 7(B) THAT HAS 77.49% FEWER LINKS

Systemic performance measure
|Π ρ (L s )−Π ρ (L ) |

Π ρ (L s ) × 100

System Hankel norm: 1
2 λ−1

2 10.72%

Squared H2 norm: 1
2

∑n

i=2 λi
−1 6.44%

Zeta spectral norm:
(∑n

i=2 λ−2
i

) 1
2

9.69%

Local deviation error: 1
2

∑
i∈V d−1

i 3.07%

Fig. 8. This plot presents the probability distribution of the sampling
process to choose important links in Example 2. The color intensity of
each pixel shows the importance of that link for sampling.

depicts the probability distribution of the sampling process to
select important links in Algorithm 1, where the color inten-
sity of pixels shows how important that link is. According to
Algorithm 1, low-connectivity coupling links are sampled with
higher probability than high-connectivity coupling links.

Example 3: Let us consider a dynamical network consists of
100 agents that are randomly distributed in a 30 × 30 square-
shape area in space and are coupled over a proximity graph.

Fig. 9. (a) An unweighted coupling (proximity) graph of a consensus
network with 100 agents is presented. Every agent is connected to
all of its spatial neighbors within a closed ball of radius r = 10. This
graph has 1291 links and wtotal(L) = 1291. (b) This graph shows a
(0.5, 16.62)-abstraction of the network. Our abstraction algorithm re-
sults in a network with a weighted coupling graph that has 831 links
and wtotal(Ls ) = 1293.4. The relative H2 error of these two networks is
‖G − Gs‖H2 /‖G‖H2 = 0.17.

Every agent is connected to all of its spatial neighbors within
a closed ball of radius r = 10. Fig. 9(a) shows the resulting
coupling graph of this dynamical network that has 100 nodes
and 1291 links, and Fig. 9(b) depicts an (0.5, 16.62)-abstraction
of this network, which is obtained using Algorithm 1 with ε =
0.5. The number of coupling links in this abstraction is 831,
which is 35.63% sparsification, and meets all requirements of
Definition 3. Table IV summarizes the percentage of the relative
performance loss with respect to some systemic performance
measures.

Example 4: Let us consider a simple model for the formation
control of a group of autonomous vehicles, which is given by

[
ẋ(t)
v̇(t)

]
=
[

0 I

−L −βL

] [
x(t)
v(t)

]
+
[

0
I

]
ξ(t) (87)

y(t) = Mnv(t) (88)

where β > 0 is a design parameter. Each vehicle has a position
and a velocity variable. The state variable of the entire network
is denoted by [x(t) v(t) ]T and is measured relative to a pre-
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TABLE IV
RELATIVE PERFORMANCE LOSS PERCENTAGE OF NETWORK FIG. 9(A) WITH
RESPECT TO ITS ABSTRACTION FIG. 9(B) THAT HAS 35.63% FEWER LINKS

Systemic performance measure
|Π ρ (L s )−Π ρ (L ) |

Π ρ (L s ) × 100

Hankel norm: 1
2 λ2

−1 19.65%

Squared H2 -norm: 1
2

∑n

i=2 λi
−1 18.34%

Zeta spectral norm:
(∑n

i=2 λ−2
i

) 1
2

15.26%

Local deviation error: 1
2

∑
i∈V d−1

i 23.16%

TABLE V
RELATIVE PERFORMANCE LOSS PERCENTAGE OF NETWORK (87)-(88) WITH
COUPLING GRAPH FIG. 9(A) WITH RESPECT TO ITS ABSTRACTION FIG. 9(B)

Systemic performance measure
|Π ρ (L )−Π ρ (L s ) |

Π ρ (L s ) × 100

Squared H2 -norm: 1
2β

∑n

i=2 λ−2
i 17.58 %

Local deviation error: 1
2β

∑n

i=1 di
−2 11.38 %

specified desired trajectory xd(t) and velocity vd(t). Without
loss of generality, we may assume that the position and veloc-
ity of each vehicle are scalar variables. The reason is that one
can decouple higher D-dimensional models into D decoupled
(87)-(88) models. The overall objective is for the network to
reach a desired formation pattern, where each autonomous ve-
hicle travels at the constant desired velocity vd while preserving
a prespecified distance between itself and each of its neighbors.
In this model, the state feedback controller uses both position
and velocity measurements and L is, in fact, the corresponding
feedback gain, which represents the coupling topology in the
controller array, and constant β is a design parameter [27]. We
consider the steady-state variance of the performance output
of this network as the performance measure. This quantity is
indeed equivalent to the square of the H2-norm of the system
from the exogenous disturbance input to the performance output
[27], [34]–[36]. The squared H2-norm of (87) and (88) can be
characterized in terms of Laplacian eigenvalues of the coupling
graph as follows:

Θ2
2(L) := lim

t→∞
E
[
yT(t)y(t)

]
=

1
2β

n∑

i=2

λ−2
i =

1
2β

ζ2
2 (L).

We refer to [10] for more details. This quantity is a homoge-
neous systemic performance measure; therefore, we can apply
our abstraction algorithm. Suppose that the coupling graph of
network (87)-(88) is given by Fig. 9(a). Then, as we mentioned
in Example 3, Fig. 9(b) illustrates one example of (0.5, 16.62)-
abstraction of this network that is obtained using Algorithm 1.
As shown in Example 3, this network has fewer coupling links
(831 links) compared to the original network. Table V presents
the percentage of the relative performance loss, where both sys-
temic performance measures are homogeneous of order −2.
This example shows that our proposed abstraction algorithm
can be successfully applied to second-order linear consensus
networks as well.

X. DISCUSSION

We have introduced a notion of abstraction for a class of
linear consensus networks based on notions of spectral spar-
sification. There have been several close-in-spirit notions of
graph sparsifications in the context of theoretical computer sci-
ence. While these other notions are interesting for their own
sake from a combinatorial standpoint, their connections to
performance analysis and synthesis of dynamical networks are
not trivial and require further scrutiny. In this context, for a given
graph there are several ways to define sparse subgraphs, namely,
distance sparsifiers that approximate all pairwise distances up to
a multiplicative and/or additive error (see [37] and subsequent
research on spanners), cut sparsifiers that approximate every cut
to an arbitrarily small multiplicative error [38], spectral spar-
sifier that approximate every eigenvalue to an arbitrarily small
multiplicative error [30], and many more. It is shown that spar-
sifiers can be constructed by sampling links according to their
strength, effective resistance [14], edge connectivity [31], or
by sampling random spanning trees [39]. Benczúr and Karger
propose a randomized algorithm to construct a cut sparsifier in
O(m log2 n) time for unweighted graphs and O(m log3 n) time
for weighted graphs [31], [38]. The notion of spectral sparsifier
is stronger than cut sparsifier, which implies spectral sparsifiers
are also cut sparsifiers. One of our current research directions
is to investigate all these methods of sparsification and explore
their connections to dynamical networks.

In our analysis, we assumed that the input matrix of the net-
work is an identity matrix. Further extension of the current
work includes linear consensus networks over directed coupling
graphs with arbitrary input matrices. However, this generaliza-
tion is challenging and even the problem formulation demands
some appropriate conditions to guarantee the boundedness of
performance measures.

ACKNOWLEDGMENT

The authors would like to thank Y. Ghaedsharaf for suggesting
materials of Section VIII and Prof. V. M. Preciado for several
helpful discussions about the subject.

REFERENCES

[1] M. Siami and N. Motee, “Systemic measures for performance and robust-
ness of large-scale interconnected dynamical networks,” in Proc. 53rd
IEEE Conf. Decis. Control, Dec. 2014, pp. 5119–5124.

[2] M. Siami and N. Motee, “Schur-convex robustness measures in dynamical
networks,” in Proc. 2014 Amer. Control Conf., 2014, pp. 5198–5203.

[3] R. Olfati-Saber and R. Murray, “Consensus problems in networks of
agents with switching topology and time-delays,” IEEE Trans. Automat.
Control, vol. 49, no. 9, pp. 1520–1533, Sep. 2004.

[4] M. Siami and N. Motee, “Robustness and performance analysis of cyclic
interconnected dynamical networks,” in Proc. SIAM Conf. Control Appl.,
Jan. 2013, pp. 137–143.

[5] M. Fardad, F. Lin, and M. R. Jovanović, “Design of optimal sparse in-
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for growing connected resistive networks,” in Proc. 2015 Amer. Control
Conf., Chicago, IL, USA, 2015, pp. 1223–1228.

[13] N. Dhingra, F. Lin, M. Fardad, and M. R. Jovanović, “On identifying
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cuts in Õ(n2) time,” in Proc. 28th Annu. ACM Symp. Theory Com-
put., New York, NY, USA, 1996, pp. 47–55. [Online]. Available:
http://doi.acm.org/10.1145/237814.237827

[39] N. Goyal, L. Rademacher, and S. Vempala, “Expanders via random span-
ning trees,” in Proc. 20th Annu. ACM-SIAM Symp. Discrete Algorithms,
Philadelphia, PA, USA, 2009, pp. 576–585.

Milad Siami (S’12–M’18) received the dual
B.Sc. degrees in electrical engineering and pure
mathematics and the M.Sc. degree in electrical
engineering from Sharif University of Technol-
ogy, Tehran, Iran, in 2009 and 2011, respectively,
and the M.Sc. and Ph.D. degrees in mechanical
engineering from Lehigh University, Bethlehem,
PA, USA, in 2014 and 2017, respectively.

From 2009 to 2010, he was a Research Stu-
dent at the Department of Mechanical and En-
vironmental Informatics, Tokyo Institute of Tech-

nology, Tokyo, Japan. He is currently a Postdoctoral Associate with the
Institute for Data, Systems, and Society, Massachusetts Institute of Tech-
nology, Cambridge, MA, USA. His research interests include distributed
control systems, distributed optimization, and applications of fractional
calculus in engineering.

Dr. Siami was the recipient of a Gold Medal of National Mathemat-
ics Olympiad, Iran (2003), and the Best Student Paper Award at the
5th IFAC Workshop on Distributed Estimation and Control in Networked
Systems (2015). Moreover, he was awarded RCEAS Fellowship (2012),
Byllesby Fellowship (2013), Rossin College Doctoral Fellowship (2015),
and Graduate Student Merit Award (2016) at Lehigh University.

Nader Motee (S’99–M’08–SM’13) received the
B.Sc. degree in electrical engineering from
Sharif University of Technology, Tehran, Iran, in
2000, and the M.Sc. and Ph.D. degrees in elec-
trical and systems engineering from the Univer-
sity of Pennsylvania, Philadelphia, PA, USA, in
2006 and 2007, respectively.

From 2008 to 2011, he was a Postdoctoral
Scholar with the Control and Dynamical Sys-
tems Department, Caltech. He is currently an
Associate Professor with the Department of Me-

chanical Engineering and Mechanics, Lehigh University, Bethlehem, PA,
USA. His current research interest includes distributed dynamical and
control systems with particular focus on issues related to sparsity, per-
formance, and robustness.

Dr. Motee was the recipient of several awards including the 2008
AACC Hugo Schuck Best Paper Award, the 2007 ACC Best Student
Paper Award, the 2008 Joseph and Rosaline Wolf Best Thesis Award,
a 2013 Air Force Office of Scientific Research Young Investigator Pro-
gram Award, a 2015 NSF Faculty Early Career Development (CAREER)
award, and a 2016 Office of Naval Research Young Investigator Program
Award.

http://dx.doi.org/10.1109/TAC.2017.2764447


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


